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Gurobi Remote Services Guide

Version 11.0

Gurobi Remote Services is a set of Gurobi features that enables a cluster of one or more machines to perform Gurobi
computations on behalf of other machines. The key components of Remote Services are:

¢ Compute Server, which allows you to offload all Gurobi computations from a client machine onto a remote
cluster.

* Distributed Workers, which can be used to perform parallel computation on multiple machines.

» The Cluster Manager, a new (optional) application server that provides secured access to your Remote Services
cluster, as well as providing a Web User Interface and a command-line tool that make it easier to manage and
monitor your cluster.

This document is organized into a number of sections. The first section provides an overview of Gurobi Compute
Server and Remote Services. The next section, meant for system administrators, provides details on setting up Remote
Services. The next sections provide details on using Remote Services and programming with Remote Services. Finally,
we discuss using Remote Services with Gurobi Instant Cloud.
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CHAPTER
ONE

OVERVIEW

This section gives a quick introduction to the capabilities of Gurobi Remote Services. We first discuss common use
cases related to client-server optimization. Then we describe the different components of the architecture and how
they can be deployed together. Following this, we review the various security features related to user management,
authentication, and encryption. Finally, we give a simple example of how to submit an optimization task from a client
to a Compute Server cluster using the provided command-line tools.

1.1 Client-Server Optimization

Gurobi Remote Services allow you to offload optimization computations from one or more client programs onto a
cluster of servers. We provide a number of different configuration options. In the most basic configuration, a single
Compute Server can accept jobs from multiple clients:

Compute Server ~
Client

Compute Server

Compute Server
Client

More sophisticated configurations are also possible. For example, you can have a Cluster Manager that manages access
to multiple Compute Server nodes:

The different configuration options are discussed in a later section.

Client programs offload computation using the standard Gurobi /language APIs. In most cases, users can write their
programs without considering where they will run, and can decide at runtime whether to run them locally or on a
Compute Server cluster.
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Compute Server _—
Client

Cluster Manager Compute Server

Compute Server ® Compute Server
Client

Database

Jobs submitted to a Compute Server cluster are queued and load-balanced. Jobs can be submitted to run either inter-
actively or non-interactively. You can run your optimization jobs on a single Compute Server node, or you can choose
a distributed algorithm to use multiple nodes in your cluster to work on a single problem.

1.1.1 Client API

When considering a program that uses Gurobi Remote Services, you can think of the optimization as being split into
two parts: the client(s) and the Compute Server. A client program builds an optimization model using any of the
standard Gurobi interfaces (C, C++, Java, .NET, Python, MATLAB, R). This happens in the left box of this figure:

All of our APIs sit on top of our C API. The C API is in charge of building the internal model data structures, invoking
the Gurobi algorithms, retrieving solution information, etc. When running Gurobi on a single machine, the C API
would build the necessary data structures in local memory. In a Compute Server environment, the C layer transparently
ships the data off to the Compute Server. The Gurobi algorithms take the data stored in these data structures as input
and produce solution data as output.

While the Gurobi Compute Server is meant to be transparent to both developers and users, there are a few aspects of
Compute Server usage that you do need to be aware of. These include performance considerations, APIs for configuring
client programs, and a few features that are not supported for Compute Server applications. These topics will be
discussed later in this document.

1.1.2 Queuing and Load Balancing

Gurobi Remote Services support queuing and load balancing. You can set a limit on the number of simultaneous jobs
each Compute Server will run. When this limit has been reached, subsequent jobs will be queued. If you have multiple
Compute Server nodes configured in a cluster, the current job load is automatically balanced among the available
servers.

By default, the Gurobi job queue is serviced in a First-In, First-Out (FIFO) fashion. However, jobs can be given different
priorities. Jobs with higher priorities are then selected from the queue before jobs with lower priorities.

4 Chapter 1. Overview
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1.1. Client-Server Optimization
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1.1.3 Cluster Manager

The optional Gurobi Cluster Manager adds a number of additional features. It improves security by managing user
accounts, thus requiring each user or application to be authenticated. It also keeps a record of past optimization jobs,
which allows you to retrieve logs and metadata. It also provides a complete Web User Interface:

GUROB' 2 GUROBI v

OPTIMIZATION

. Q X = Alljobs X
Gurobi Cluster Manager
D Started at v Usermname Optimization Status Version App Batch Duration AP Type Algorithm
0 Clusiermhs°
D a 10/04/2019 4:11:51 pm gurobi UNKNOWN 9.0.0 2Zm26s Python MIP LoG
X Queue
@ History D @ 10/04/2019 4:11:45 pm gurobi OPTIMAL 9.0.0 5s Python MIP LOG
D @ 10/04/2019 4:11:37 pm qgurobi UNKNOWN 9.0.0 <1s Python LOG
D @ 10/04/2019 4:11:37 pm qgurobi UNKNOWN 9.0.0 <ls Python LOG
D @ 10/04/2019 4:11:37 pm gurobi UNKNOWN 9.0.0 <ls Python LOG
D @ 10/04/2019 4:11:36 pm gurobi OPTIMAL 9.0.0 9s Python MIP LoG
D @ 10/04/2019 4:10:36 pm gurobi OPTIMAL 9.00 E <1s Python SIMPLEX LoG
@ 10/04/2019 4:09:16 pm urobi OPTIMAL 9.0.0 <1s Python MIP LOG
P al ¥

TIMELINE CLIENT STATUS MODEL

D Group
©55b90b5-2567-4df8-h5b8-3e20e20a908e

Job system ID Job group placement request

This interface allows you to monitor cluster nodes and active optimization jobs, and also to retrieve logs and other
information for both active and previously-completed jobs.

Finally, the Cluster Manager enables batch optimization. It receives and stages input data, and stores solutions for later
retrieval.

Further information about the Cluster Manager will be presented in a later section.

1.1.4 Interactive and Non-Interactive Optimization

The standard approach to using a Compute Server is in an interactive fashion, where the client stays connected to the
server until the job completes. The alternative is for the client to submit a batch to the server and then immediately
disconnect. The client can come back later to query the status of the job and retrieve the solution when the batch is
complete.

As we just noted, batch optimization requires a Cluster Manager. The Cluster Manager takes responsibility for storing
the optimization model to be solved, submitting a job to the Compute Server cluster, and retrieving and storing the
results of that job when it finishes (including the optimization status, the optimization log, the solution, any errors
encountered, etc.).

Additional information on batch optimization can be found in a later section.

6 Chapter 1. Overview
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1.1.5 Distributed Algorithms

Gurobi Optimizer implements a number of distributed algorithms that allow you to use multiple machines to solve a
problem faster. Available distributed algorithms are:

* A distributed MIP solver, which allows you to divide the work of solving a single MIP model among multiple
machines. A manager machine passes problem data to a set of worker machines to coordinate the overall solution
process.

* A distributed concurrent solver, which allows you to use multiple machines to solve an LP or MIP model.
Unlike the distributed MIP solver, the concurrent solver doesn’t divide the work among machines. Instead, each
machine uses a different strategy to solve the same problem, with the hope that one strategy will be particularly
effective and will finish much earlier than the others. For some problems, this concurrent approach can be more
effective than attempting to divide up the work.

* Distributed parameter tuning, which automatically searches for parameter settings that improve performance
on your optimization model (or set of models). Tuning solves your model(s) with a variety of parameter settings,
measuring the performance obtained by each set, and then uses the results to identify the settings that produce the
best overall performance. The distributed version of tuning performs these trials on multiple machines, which
makes the overall tuning process run much faster.

These distributed algorithms are designed to be nearly transparent to the user. The user simply modifies a few parame-
ters, and the work of distributing the computation among multiple machines is handled behind the scenes by the Gurobi
library.

Additional information about distributed algorithms can be found in a later section.

1.2 Architecture

Let us now consider the roles of the different Remote Services components. Consider a Remote Services deployment:

Compute Server | N v
Client N I
Cluster Manager ™

Compute Servers

Compute Server
Client Distributed Workers

Database

The deployment may consist of five distinct components: the Clients, the Cluster Manager, the Database, the Compute
Server nodes, and the Distributed Worker nodes. Several of these are optional, and a few can be replicated for high

1.2. Architecture 7
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availability. This gives a variety of topology options, which we’ll discuss shortly. First, let us consider the components
individually.

1.2.1 Cluster Manager

The Cluster Manager is the central component of the architecture. It provides the following functions:

e Security. The Cluster Manager is in charge of authenticating and authorizing all access to the cluster. It does
this by managing user accounts and API keys, and by controlling access to all Remote Services nodes (Compute
Servers or Distributed Workers).

* Cluster Monitoring. The Cluster Manager gives visibility to all operations on the cluster: available nodes,
licenses, and jobs. It also records and retains job history, including detailed metadata and engine logs.

* Batch Management. The Cluster Manager controls the batch creation process and the storage of input models
and output solutions. It also keeps a history of batches. Internally, it communicates with the nodes to submit and
monitor batch jobs.

e REST API. All of the functions provided by the Cluster Manager are exposed in a REST API. This REST API
is used by all built-in clients: gurobi_cl, grbtune, grbcluster, and the Web User Interface. The REST API
can also be used by user programs.

* Web User Interface. The Cluster Manager includes a Web Application Server that provides a complete and
secured Web User Interface to your Compute Server cluster.

The Cluster Manager is optional. You can build a self-managed Remote Services cluster, but it will be missing many
features.

Cluster Manager installation is covered in this section.

1.2.2 Database

The database supports the Cluster Manager. It stores a variety of information, including data with long lifespans, like
user accounts, API keys, history information for jobs and batches, and data with shorter lifespans, like input models
and their solutions for batch optimization.

How much space does this database require? This will depend primarily on the expected sizes of input and output
data for batches. The Cluster Manager will capture and store the complete model at the time a batch is created, and it
will store the solution once the model has been solved. These will be retained until they are discarded by the user, or
until they expire (the retention policy can be configured by the Cluster Manager system administrator, in the settings
section). The data is compressed, but it can still be quite large. To limit the total size of the database, we suggest that
you discard batches when you are done with them. Note that discarding a batch doesn’t discard the associated (small)
metadata; that is kept in the cluster history.

The Cluster Manager can be connected to three types of database servers:
* MongoDB version 4.4 or later, deployed on-premise, on the Cloud, or hosted by a SaaS provider.
* Amazon Web Services (AWS) DocumentDB 4.0 or 5.0, when deployed to AWS.
* Azure CosmosDB 4.2, when deployed to Microsoft Azure.

Cluster Manager users must install and configure their own database as part of the Compute Server installation process.
It can be deployed as a single node or as a cluster for high availability.

8 Chapter 1. Overview
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1.2.3 Compute Server Node

A Compute Server node is where optimization jobs are executed. Each such node has a job limit that indicates how
many jobs can be executed on that node simultaneously. The limit should reflect the capacity of the machine and typical
job characteristics. Compute Server nodes support advanced capabilities such as job queueing and load-balancing.
Deploying a Compute Server requires a Gurobi license.

Compute Server node installation is covered in this section.

1.2.4 Distributed Worker Node

A Distributed Worker node can only be used as a worker in a distributed algorithm. Only one job can run on such a
node at a time and it does not support queueing or load balancing. This type of node does not require a Gurobi License.

Distributed Worker installation is covered in this section.

1.2.5 Architecture Topologies

Let us now review a few common deployment configurations.

1.2.6 Cluster Manager with a single node

In this deployment, we only need to deploy one instance of a Cluster Manager with the Database and a single Compute
Server node. This is appropriate for small environments so that you can offload simple optimization tasks to one
Compute Server.

1.2.7 Cluster Manager with multiple nodes

If you need to handle more jobs concurrently, you will need to add more Compute Server nodes. Also, if you want to
run distributed algorithms, several Distributed Worker nodes will be needed. To this end, you can deploy one instance
of the Cluster Manager (with a Database), and connect those nodes to the Cluster Manager.

1.2.8 Scalable Cluster Manager

If you have even more concurrent users, or if you need a scalable and high available architecture, several instances of
the Cluster Manager can be started. In this case, you may need to install and set up a regular HTTP load balancer (such
as Nginx) in front of the Cluster Manager instances. Cluster Manager server instances are stateless and can be scaled
up or down.

The database itself can be deployed in a cluster. In a MongoDB cluster, one of the nodes is chosen dynamically as the
primary, while the others are deemed secondary. Secondary nodes replicate the data from the primary node. In the
event of a failure of the primary node, the Cluster Manager will automatically reconnect to a new primary node and
continue to operate.

In this deployment, several Compute Server nodes are also recommended. In the event of a node failure, any jobs
currently running on the failed node will fail, but new jobs will continue to be processed on the remaining nodes.

1.2. Architecture 9



Gurobi Remote Services Guide

Compute Server ~ ‘ Compute Servers
Client . .
Load Balancer Cluster Managers I
Compute Server ll 2
Client Sraliil
Distributed Workers

Database

1.2.9 Self-Managed Cluster

Finally, Compute Server nodes and Distributed Worker nodes can be deployed by themselves, without a Cluster Manager
or a Database. This was actually the only option in Gurobi version 8 and earlier. In this configuration, you will
not benefit from the latest features: secured access using user accounts and API keys, persistent job history, batch
management, and the Web User Interface.

Compute Server
Client

Compute Server
Client

Distributed Workers
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1.3 Security

Gurobi Remote Services define a set of user roles to control privileged access. Access to the Cluster Manager is
authenticated. For local accounts, a password policy can be defined. In addition, the Cluster Manager can be integrated
with an LDAP repository for centralized account management. Communication can be encrypted using TLS v1.2 or
later. If a Cluster Manager is not deployed, communication can still be encrypted, but access is controlled through a
set of predefined passwords instead.

1.3.1 User Roles

Users of Gurobi Remote Services will fall into one of four possible roles: system administrator, administrator, standard
user, or read-only user. The system administrator is in charge of setting up the cluster, adding and removing nodes, etc.
Administrators monitor usage of the cluster. They can monitor the length of the server queue, kill jobs, etc. Standard
users are the programs running on client machines that ultimately submit jobs or batches to the cluster. Read-only users
can only monitor jobs submitted by other users.

The Gurobi distribution includes a number of tools that are relevant to the people in these roles. These are all covered
in much more detail later on, but we will briefly describe how they fit with the various roles here.

1.3.2 System Administrator

The system administrator installs and manages a Remote Services cluster and the different components. Gurobi Remote
Services provides the following tools to help with this:

 grb_rs is the program that runs on the Compute Server and Distributed Worker nodes. The system administrator
will need to configure and start it on all of the nodes of a Remote Services cluster.

e grb_rsm is the program that runs the Cluster Manager. The system administrator will need to configure and
start it on one or more machines, as needed. The system administrator will also need to set up the Database and
configure its connection.

e grbcluster is used to issue commands to an already-running cluster. Examples of system administrator commands
include adding or removing nodes, and enabling or disabling job processing on a cluster. This tool provides a
number of commands; type grbcluster --help for a full list.

* Finally, most of the important responsibilities of the system administrator, including user management and cluster
health monitoring, can also be performed through the Web User Interface of the Cluster Manager.

For more details, please refer to the section on setting up and administering a cluster.

1.3.3 Administrator

An administrator monitors and manages the flow of jobs through a Remote Services cluster. Examples of administrator
commands include aborting jobs, changing cluster parameters and checking licenses. The primary tool for doing so is
grbcluster. You can get a full list of available commands by typing grbcluster --help. All of these functions are
also exposed in the Web User Interface of the Cluster Manager.

1.3. Security 11
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1.3.4 Standard Client

A Remote Services client submits jobs or batches to the cluster. This is done through a user application or through
the Gurobi command-line tool gurobi_cl (which is documented in the Gurobi Command-Line Tool section of the
Gurobi Reference Manual). Submitting a job to a Remote Services cluster is typically just a matter of running the
appropriate program. We will provide a simple example in the next section.

Clients can also use the grbcluster command to monitor the state of their jobs and of the Remote Services queue.
Example commands include listing active jobs, listing recently executed jobs, displaying the log of a recent job, etc.
You can get a full list of available commands by typing grbcluster --help. grbcluster can also be used to submit
batches.

Finally, clients can access the Web User Interface of the Cluster Manager. All of the functions provided by grbcluster
are available in the web application, including submitting batches using a drag-and-drop interface.

1.3.5 Read-only Users

Read-only users can only monitor optimization tasks. They can list jobs and batches, access history, display the log of
a job, etc. They are not allowed to submit jobs or batches to the cluster, nor can they abort jobs.

1.3.6 Authentication

The Cluster Manager authenticates all communication using one of two approaches: interactive login using a username
and password, or an API key.

When a client provides a username and password, a JWT token is returned that is valid for a relatively short period of
time (default is 8 hours and can be changed in the Cluster Manager configuration). This is handy when using the Web
User Interface or command-line tools such as gurobi_cl or grbcluster.

An API key is composed of an access ID and a secret key. API keys are the recommended method for connecting to
the Cluster Manager from an application. When creating an API key, you can specify an optional application name and
a description to help keep track of how the key is being used. Once a key is created, you can download an associated
client license file, which contains the API access ID, the secret key, and the Cluster Manager URL. This file can be
used by client applications and command-line tools to connect to the Cluster Manager. The Cluster Manager keeps
track of the timestamp and IP address of the last API key usage. The owner of the API key or the system administrator
can enable or disable an API key. These features simplify the task of monitoring API keys, detecting unwanted usage,
and safely rotating keys by disabling previous keys before permanently deleting them.

For each account, the system administrator can enable or disable interactive login or API key authentication. This can be
done at creation time, or it can be done later by editing the account properties. An account that only allows interactive
login will not be allowed to create, use, or manage API keys. An account that only allows API key authentication
(known as a system account) can only be used for programmatic access through the REST APL

The system administrator can disable and later reenable a user account. When an account has been disabled, interactive
login and/or API key authentication will fail and access to the Cluster Manager will not be granted. Disabled accounts
will appear with a grayed icon in the user account table. The tooltip will indicate the reason.

To simplify installation, the Cluster Manager initially has three default users with predefined passwords:
¢ standard user: gurobi / pass
* administrator: admin / admin
* system administrator: sysadmin/ cluster

You should of course change the passwords or delete these accounts before actually using the cluster.

12 Chapter 1. Overview
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1.3.7 Password Policy

The Cluster Manager supports password policies to ensure that passwords for local accounts match configurable security
standards. Through a password policy, the system administrator can specify the minimum length of a password and
can require that a password contain a mix of upper and lower case characters, digits, or symbols. Any changes to a
policy will apply only when new passwords are created; previously created password will remain valid. In addition,
the system administrator can define a maximum number of failed login attempts before the account is locked. When a
user account has been locked, a message will appear on the login page, and the user will be asked to contact a system
administrator. The system administrator can then change the password to unlock the user account.

1.3.8 LDAP Integration

The Cluster Manager can be integrated with an LDAP repository. This integration can be configured in the Cluster
Manager settings section. The system administrator can specify connection parameters (including the use of LDAPS
for encrypted communication), account filtering, and account mapping. Once activated, users will be given access
based on the user accounts defined in the LDAP server.

Accounts with a system administrator role can log in using their local passwords, which enables them to administer
the cluster even if there is a problem with the LDAP configuration. System administrators will need to log in using
the special login page by following the “System Administrator Log in” link at the top of the main login page. System
accounts (i.e., accounts with no interactive login) can always gain access using API keys only.

The Cluster Manager continually synchronizes user accounts with the LDAP server in the background. If a given user
account is no longer mapped to the LDAP filter in place, it will be disabled. In particular, if an account was created
before the integration with the LDAP server and if it is not mapped to the defined LDAP filter in place, it will be
disabled. The same policy will apply during migration from local accounts to LDAP. Two important exceptions are
system administrator accounts and system accounts, which will not be disabled for this reason.

1.3.9 Encryption

All of the components deployed in a Remote Services cluster can support TLS-encrypted communication. The Cluster
Manager and the Compute Server nodes can be configured to use HTTPS with TLS v1.2 or later.

The server components support configurable TLS v1.2 cipher suites and policies with a configuration property
(TLS_CIPHERS). You can list the supported cipher suites and policies using the (grb_rs ciphers) command. TLS
v1.3 will be used if the client supports it, and in that case, standard cipher suites for this protocol version will automat-
ically be selected. When using the Gurobi library, TLS v1.3 will be used only when the client is running on a Linux
platform.

MongoDB, Amazon DocumentDB, and Azure CosmosDB also support encrypted communications and data encryption
at rest, if necessary.

In addition, you have the option to use either the Cluster Manager itself or the load balancer in front of the Cluster
Manager to remove the TLS encryption. In this case, HTTPS is used by clients, but internal communication between
the Cluster Manager and the nodes would be unencrypted using HTTP. This is convenient when the cluster nodes reside
in an isolated, secure network.

1.3. Security 13
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1.3.10 Security in a Self-Managed Cluster

When a Remote Services cluster is deployed without a Cluster Manager, authentication is more limited. Each node
authenticates access according to predefined passwords, which are stored and optionally hashed in the configuration
file. There is a password for each role (standard user, administrator and system administrator). All nodes of the cluster
must use the same passwords, and they cannot be changed dynamically. Note that communication can also be encrypted
using HTTPS.

1.4 Simple Example

After your cluster has been set up (setup is covered in this section), you can submit a job or a batch using either
a programming language API, the command-line tools, or the Web User Interface for your Cluster Manager. This
section provides a few short examples that use the command-line tools. More complete descriptions of the various
interfaces and options will come in a later section.

1.4.1 Log In to the Cluster

The first step in submitting a job to the cluster is to log in to the Cluster Manager with the grbcluster login com-
mand:

> grbcluster login --manager=http://localhost:61080 -u=gurobi

info : Using client license file '/Users/john/gurobi.lic'

Password for gurobi:

info : User gurobi connected to http://localhost:61080, session will expire on 2019-09..

>

This command indicates that you want to connect to the Cluster Manager running on port 61080 of machine 1ocalhost
as the gurobi user. The output from the command first shows that the client license file gurobi.lic located in the
home directory of the user will be used to store the connection parameters. It then prompts you for the password for
the specified user (in a secure manner). After contacting the Cluster Manager, the client retrieves a session token that
will expire at the indicated date and time.

Using this approach to logging in removes the need to display the user password or save it in clear text, which improves
security. The session token and all of the connection parameters are saved in the client license file, so they can be
used by all of the command-line tools (gurobi_cl, grbtune, and grbcluster). When the token session expires, the
commands will fail and you will need to log in again.

1.4.2 Submitting an Interactive Job

Once you are logged in, you can use gurobi_cl to submit a job:

> gurobi_cl ResultFile=solution.sol stein9.mps

Set parameter CSManager to value "http://serverl:61080"

Set parameter LogFile to value 'gurobi.log"

Compute Server job ID: 1e9c304c-a5f2-4573-affa-ab924d992f7e
Capacity available on 'serverl:61000' - connecting...
Established HTTP unencrypted connection

Using client license file /Users/john/gurobi.lic

Gurobi Optimizer version 11.0.1 build v11.0.1rc® (linux64)
Copyright (c) 2022, Gurobi Optimization, LLC

(continues on next page)
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(continued from previous page)

Gurobi Compute Server Worker version 11.0.1 build v11.0.1rc® (linux64)
Thread count: 4 physical cores, 8 logical processors, using up to 8 threads

Optimal solution found (tolerance 1.00e-04)
Best objective 5.000000000000e+00, best bound 5.000000000000e+00, gap 0.0000%

Compute Server communication statistics:
Sent: 0.002 MBytes in 9 msgs and 0.01s (0.26 MB/s)
Received: 0.007 MBytes in 26 msgs and 0.09s (0.08 MB/s)

The initial log output indicates that a Compute Server job was created, that the Compute Server cluster had capacity
available to run that job, and that an unencrypted HTTP connection was established with a server in that cluster. The
log concludes with statistics about the communication performed between the client machine and the Compute Server.
Note that the result file solution.sol is also retrieved.

This is an interactive optimization task because the connection with the job must be kept alive and the progress messages
are displayed in real time. Also, stopping or killing the command terminates the job.

1.4.3 Submitting a Non-Interactive Job

You can use grbcluster to create a batch (i.e., a non-interactive job):

> grbcluster batch solve ResultFile=solution.sol misc®7.mps --download

info : Batch 5d0ea600-5068-4a0b-bee®-efa26cl18f35b created

info : Uploading misc®7.mps...

info : Batch 5d0ea600-5068-4a0b-bee®-efa26c18£35b submitted with job a9700b72...
info : Batch 5d0ea600-5068-4a0b-bee®-efa26c18f35b status is COMPLETED

info : Results will be stored in directory 5d0ea600-5068-4a0b-bee®-efa26c18£35b

info : Downloading solution.sol...
info : Downloading gurobi.log...
info : Discarding batch data

This command performs a number of steps. First, a batch specification is created and the batch ID is displayed. Then,
the model file is uploaded and a batch job is submitted. Once the job reaches the front of the Compute Server queue,
it is processed. At that point, the batch is marked as completed and the result file with the log file is automatically
downloaded to the client. By default, the directory name where the result file is stored is the batch ID. Finally, the batch
data is discarded, which allows the Cluster Manager to delete the associated data from its database.

This is a non-interactive optimization task because it happens in two distinct phases. The first phase uploads the model
to the server and creates a batch. The second waits for the batch to complete and retrieves the result. In general,
stopping the client has no effect on a batch once it has been submitted to the Cluster Manager. Our example waits for
the completion of the batch, but that’s only because we used the --download flag. You could check on the status of the
batch and download the results whenever (and wherever) they are needed, since they are stored in the Cluster Manager
until they are discarded.

1.4. Simple Example 15
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CHAPTER
TWO

CLUSTER SETUP AND ADMINISTRATION

This section covers the setup and administration of a Gurobi Remote Services cluster. The intended audience is the
system administrator. If you are interested in using a cluster that has already been set up, you should proceed to the
next section.

This section begins by providing a step-by-step guide for a simple Cluster Manager installation on your local machine.
The goal is to help you to quickly gain a basic understanding of the role of each Remote Services component.

Then, we describe in more detail the steps and options for a full deployment. We start by describing how to download
the Remote Services package and install it on all of the nodes in your cluster. Once this is done, the next step is to install
and start the Cluster Manager. Note that this step is optional; you can run a self-managed Remote Services cluster
(without a Cluster Manager). Next, we explain the steps required to set up a cluster with one node, and then the steps
to expand the cluster to multiple nodes. We also present a discussion of the available communication options. Finally,
we explain the process of upgrading an installation.

2.1 Quick Cluster Manager Installation

The rest of this section lays out the steps required to install and configure Gurobi Remote Services and the Cluster
Manager. Before diving into those details, though, we first want to provide a quick, high-level overview. The intent is
to give you a basic understanding of the relevant concepts and tools. We suggest that you try these steps on your local
machine before performing them on your server.

1. Download and install the Gurobi client and Remote Services packages from our download page. Detailed in-
structions depend on your platform and are provided in this section.

2. Install and start a MongoDB database server 4.0 or later (as explained in their on-line guide). If you are deploying
the Cluster Manager on the AWS platform, you can also use an AWS DocumentDB 4.0 or later database (as
explained in their developer guide). AWS DocumentDB cannot be installed on-premises. If you are deploying
the Cluster Manager on the Microsoft Azure platform, you can also use an Azure CosmosDB 4.2 or later database
(as explained in their documentation).

3. Start the Cluster Manager.

In a new terminal window, start the Cluster Manager executable:

(> grb_rsm

info : Gurobi Cluster Manager starting...

info : Version is 11.0.0

info : Connecting to database grb_rsm on 127.0.0.1:27017...
info : Connected to database grb_rsm (version 4.0.4)

info : Starting cluster manager server (HTTP) on port 61080...
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The default configuration will start the Cluster Manager on port 61080 and will connect to the database on the
local machine. If you have installed the database with other options or want to use an existing database, you can
provide a database connection string with the --database flag:

[> grb_rsm --database=....

The Cluster Manager has several important options that are detailed in this section.

. Get your Gurobi license.

Follow the instructions in the Gurobi User Portal to retrieve your license. To avoid conflicts with client license
files, you should place your license file in a non-default location:

grbgetkey 8f15037e-eae7-4831-9a88-ffe®79eabdeb
info : grbgetkey version 11.0.0

info : Contacting Gurobi key server...
info : Key for license ID XXXXX was successfully retrieved
info : Saving license key...

In which directory would you like to store the Gurobi license key file?
[hit Enter to store it in /Users/john]: /Users/john/tutorial

info : License XXXXX written to file /Users/john/tutorial/gurobi.lic

info : You may have saved the license key to a non-default location

info : You need to set the environment variable GRB_LICENSE_FILE before you can.,
—use this license key

info : GRB_LICENSE_FILE=/Users/john/tutorial/gurobi.lic

L

5. Connect a Compute Server node.

In a new terminal, set the license file variable. For Linux and macOS, use this command:

[export GRB_LICENSE_FILE=/Users/john/tutorial/gurobi.lic J

For Windows, use this command instead:

[SET GRB_LICENSE_FILE=/Users/john/tutorial/gurobi.lic ]

Then, start a Remote Services agent, using a few parameters to connect to the manager and to run on port 61000:

> grb rs --manager=http://localhost:61080 --port=61000
info : Gurobi Remote Services starting.

info : Version is 11.0.0

info : Accepting worker registration on port 64121...
info : Starting API server (HTTP) on port 61000...
info : Joining cluster from manager

The Remote Services Agent has several important options that are detailed in this section.

. Open the Cluster Manager Web Ul in a browser at http://localhost:61080.

You will be asked to log in. You can use one of the three predefined users and passwords (gurobi/pass, admin/
admin, sysadmin/cluster). If you navigate to the cluster section, you should see the Compute Server node
status display.

7. Log in to the Cluster Manager using the command-line tools.

18

Chapter 2. Cluster Setup and Administration



https://portal.gurobi.com/iam/licenses/list

Gurobi Remote Services Guide

In a new terminal, log in to the Cluster Manager using the appropriate connection parameters. Connection
information is stored into your gurobi.lic client license file once you connect, so you won’t need to include
these parameters with each future command.

[grbcluster login --manager=http://localhost:61080 --username=gurobi ]

Enter the default password ’pass’ when prompted.
More options and detailed client configuration is explained in a following section.
8. Submit jobs and batches from the command-line tools or the programming language APIs.

Once you have logged in, you are ready to submit optimizations requests. In the following examples, we will
refer to the installation directory of the main Gurobi tools and libraries as <gurobi_installation>.

You can submit an interactive job:

[gurobi_cl ResultFile=solution.sol <gurobi_installation>/examples/data/misc®7.mps }

You can also submit a batch job and wait for the completion to download the results:

grbcluster batch solve ResultFile=solution.sol <gurobi_installation>/examples/data/
—misc®7.mps --download

Finally, you can submit a batch with the Python API. The Gurobi distribution includes a complete example:

[python <gurobi_installation>/examples/python/workforce_batchmode.py ]

The followup sections give more details on the command line tools and the programming language APIs.

Let’s now dive into more detailed discussions of these steps.

2.2 Installing the Remote Services Package

The Gurobi Remote Services package must be installed on all of the machines that will be part of your cluster. This
includes the Compute Server nodes, the Distributed Worker nodes, and the Cluster Manager.

The first step is to download the installer from our download page. You will need to find your platform and choose the
corresponding file to download.

Make a note of the name and location of the downloaded file.

Your next step will depend on your platform:

2.2.1 Linux Installation

On Linux, your next step is to choose a destination directory. We recommend /opt for a shared installation (you may
need administrator privileges), but other directories will work as well. Copy the Remote Services distribution to the
destination directory and extract the contents. Extraction is done with the following command:

[tar xvfz gurobi_serverll.0.0_linux64.tar.gz ]

This command will create a sub-directory gurobi_server1100/1linux64 that contains the complete Linux Re-
mote Services distribution. Assuming that you extracted the Gurobi server archive in the /opt directory, your
<installdir> (which we’ll refer to throughout this document) will be /opt/gurobi_server1100/1inux64.
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GUROBI

OPTIMIZATION Products Customers

Home » Gurobi Optimizer — Get the Software

Documentation Downloads & Licenses Support My Account Q

Academia Company Partners

Gurobi Optimizer - Get the Software

Gurobi Optimizer is the Gurobi optimization libraries. In addition to the software, the corresponding README file contains installation instructions. Here is the list of bug

fixes for each release.

Gurobi Remote Services is an optional set of Gurobi features that allow a cluster of one or more machines to perform Gurobi computations on behalf of other machines.

This software is only for customers who have a license for Gurobi Compute Server or for distributed optimization algorithms.

Current Version

Gurobi Optimizer

x64 Windows X64 Linux
9.5.1 Gurobi-9.5.1-win64.msi gurobi9.5.1_linux64 tar.gz
Read Me
Release-
Notes
md5 2a726547d2680d56ab3ab965db995819 €3e34d33¢a324bb818d02264350671d3
Checksum

gurobi9.5.1_macos_universal2.pkg

21786849ff3f14041af102a3fe3c8ad1

X64 AIX armeé4 Linux

gurobi9.5.1_power64.tar.gz gurobi9.5.1_armlinux64-tar.gz
(experimental)’

3401d854dbec729c953431b58e0cead4 dc8f135¢1¢4140c4174f7081b3¢ 13753

TThe new armé4 Linux port is experimental; we encourage users to try it and report any issues. However, it should not be used in production applications yet.

Gurobi Remote Services

x64 Windows

9.5.1 GurobiServer-9.5.1-win64.msi
Release-
Notes

mds f9d79b578416dc2e89fb454bdead74ed
Checksum

gurobi_server9.5.1_linux64.tar.gz

6512e9ecf53986f91cb29573da32188a

MacOS Universal2

gurobi_server9.5.1_macos_universal2.pkg

34a71dfa4f1764c3817956a84dale7e66
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The Gurobi Optimizer makes use of several executable files. In order to allow these files to be found when needed,
you will have to modify your search path. Specifically, your PATH environment variable should be extended to include
<installdir>/bin. Users of the bash shell should add the following line to their .bashrc file:

[export PATH="${PATH}: /opt/gurobi_server1100/1linux64/bin" ]

Users of the csh shell should add the following line to their . cshrc file:

[setenv PATH "${PATH}:/opt/gurobi_server1100/linux64/bin" J

You’ll need to close your current terminal window and open a new one after you have made these changes in order to
pick up the new settings.

In some Linux distributions, applications launched from the Linux desktop won’t read .bashrc (or .cshrc). You
may need to set the Gurobi environment variables in .bash_profile or .profile instead. Unfortunately, the details
of where to set these variables vary widely among different Linux distributions. We suggest that you consult the
documentation for your distribution if you run into trouble.

2.2.2 macOS Installation

On macOS, your next step once you’ve downloaded the Gurobi Remote Services package from our website (e.g.,
gurobi_serverll.0.0_macos_universal2.pkg for Gurobi 11.0.0) is to double-click on the installer and fol-
low the prompts. By default, the installer will place the Gurobi Remote Services 11.0.0 files in /Library/
gurobi_serverl1100/macos_universal2 (note that this is the system /Library directory, not your personal /
Library directory). Your <installdir> (which we’ll refer to throughout this document) will be /Library/
gurobi_server1100/macos_universal2.

2.2.3 Windows Installation

On Windows, your next step is to double-click on the Gurobi Remote Services installer that you downloaded from our
website (e.g., GurobiServer-11.0.0-win64.msi for Gurobi 11.0.0).

Note: if you selected Run when downloading you’ve already run the installer and don’t need to do it again.

By default, the installer will place the Gurobi 11.0.0 files in directory c: /gurobi_server1100/win64. The installer
gives you the option to change the installation target. We’ll refer to the installation directory as <installdir>.

2.3 Installing a Cluster Manager

Setting up the optional Cluster Manager involves a few steps. You first need to install the MongoDB database, which
the Cluster Manager uses to store its data. Then, the Cluster Manager server must be configured and started (as a
standard process or as a service). Finally, you will need to verify your installation.
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2.3.1 Installing the Database

The Cluster Manager uses a database to store the data associated with several important features: user profiles, API
keys, job history, batch definitions, and batch data.

The Cluster Manager can be connected to three types of database servers:
* MongoDB version 4.0 or later, deployed on-premise, on the Cloud, or hosted by a SaaS provider.
* Amazon Web Services (AWS) DocumentDB 4.0 or later, when deployed to AWS.
e Azure CosmosDB 4.2, when deployed to Microsoft Azure.

MongoDB offers various configuration options, including clustering and encryption over the wire and at rest. Please
follow the steps as explained in the official MongoDB documentation. The installation steps are well explained for
each platform. When the installation is complete, the MongoDB daemon mongod should be running and ready for
connections on port 27017 (the default). One other option, if you want to avoid installing the database yourself, would
be to sign up for a hosted solution in the Cloud.

You can also set up an AWS DocumentDB 4.0 database if you are deploying the Cluster Manager on the AWS platform
(please, refer to their developer guide). DocumentDB offers various configuration options, including clustering and
encryption over the wire and at rest. Note that AWS DocumentDB cannot be installed on-premises.

If you are deploying the Cluster Manager on the Microsoft Azure platform, you can also use an Azure CosmosDB 4.2
or later database (as explained in their documentation).

Once the database is installed or provisioned in the Cloud, please make a note of the connection string (which is a
URL that will be provided to you during installation). We will need this URL to connect the Cluster Manager to the
database. The URL has the following form. You should of course substitute the MongoDB username and password
that you chose when installing the database:

[mongodb:// [username:password@lhost1[:portl][,...hostN[:portN]][/[database][?options]] ]

If you have installed MongoDB on your personal machine for testing purposes, the connection string URL should be
the following:

[mongodb://localhost:27@17 ]

You can check that your connection string is correct by using the mongo shell and providing the connection string as
the first argument:

> mongo mongodb://localhost:27017
MongoDB shell version v4.0.4

connecting to: mongodb://localhost:27017
MongoDB server version: 4.0.4

As noted earlier, you need to install version 4.0 or later. If you try an earlier version, you may see connection error
messages like the following when you try to start the Cluster Manager:

fatal : Failed to connect to database: server selection error: server selection timeout
current topology: Type: Unknown
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2.3.2 Cluster Manager Server (grb_rsm)

You will need to choose one or more machines to act as your Cluster Manager(s). The 